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A novel weighted density functional theory for adsorption, fluid-solid
interfacial tension, and disjoining properties of simple liquid films
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A novel weighted density functional theory (WDFT) for an inhomogeneous 12-6 Lennard-Jones
fluid is proposed based on the modified fundamental measure theory for repulsive contribution, the
mean-field approximation for attractive contribution, and the first-order mean-spherical
approximation with a weighted density for correlation contribution. Extensive comparisons of the
theoretical results with molecular simulation and experimental data indicate that the new WDFT
yields accurate density profiles, adsorption isotherms, fluid-solid interfacial tensions, as well as
disjoining potentials and pressures of simple gases such as argon, nitrogen, methane, ethane, and
neon confined in slitlike pores or near graphitic solid surfaces. The present WDFT performs better
than the nonlocal density functional theory, which is frequently used in the study of adsorption on
porous materials. Since the proposed theory possesses a good dimensional crossover and is able to
correctly reduce to two-dimensional case, it performs very well even in very narrow pores. In
addition, the present WDFT reproduces very well the supercritical fluid-solid interfacial tensions,
whereas the theory of Sweatman underestimates them at high bulk densities. The present WDFT
predicts that the increase in the fluid-wall attraction may change the sign of the interfacial tension
and hence may make the wall from “phobic” to “philic”” with respect to the fluid. The new WDFT
is computationally as simple and efficient as the mean-field theory and avoids the second-order
direct correlation function as an input. It provides a universal way to construct the excess Helmholtz
free-energy functional for inhomogeneous fluids such as Yukawa, square-well, and Sutherland
fluids. © 2009 American Institute of Physics. [DOI: 10.1063/1.3174928]
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where o and e stand for the size and energy parameters of
the LJ potential, respectively. In principle, any successful
statistical mechanic theory should describe both the homoge-
neous and inhomogeneous LJ fluids accurately. Early theo-
ries including van der Waals square-gradient theory20 are
useful for weakly inhomogeneous systems such as the inter-
face of a vapor-liquid coexistence.”’ A mean-field theory
(MFT) is not adequate for the description of fluid-solid in-
terfaces. Thus, Katsov and Weeks?? modified the MFT and
approximated the structure of the nonuniform LJ system by
that of a hard-sphere fluid in an appropriately chosen effec-
tive reference field comprised of two parts: a bare external
field from the hard-core solute and a much more slowly

I. INTRODUCTION

The interfacial phenomena such as adsorption, wetting,
prewetting, and thin film on solid surface, which are a result
of the interplay between fluid and solid substrates, are widely
found in industrial processes and nature. They play an im-
portant role in adsorptive separation, gas storage, protective
coatings and paints, nanoscale patterning, and structure
fabrication.' To understand these phenomena, it is necessary
to obtain the quantitative dependence of the interfacial prop-
erties (e.g., adsorption, interfacial tension, disjoining poten-
tial, and pressure) on the strengths and ranges of the fluid-
fluid and fluid-substrate interactions. Although attempts have
been carried out to solve this problem using molecular
simulations,%5 integral equations,6 and DFTS,L” a simple
but accurate theoretical method is still under pursuing by the

scientists in this research field. Among the above three ap-
proaches, density functional theory (DFT) is the most prom-
ising in the description of the interfacial properties.18

It is well known that the Lennard-Jones (LJ) potential,
which represents a basic intermolecular force between any
two real simple molecules, is very important in statistical
thermodynamics. The LJ potential is given by19
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varying part describing the unbalanced attractive interac-
tions. Later, the hard-core interaction was replaced by the
more realistic soft repulsive force.” Most applications of
MFT in surface problems are a combination of weighted
density functional for the short-ranged repulsion and the
MFT for long-ranged attractions.>*** In general, the short-
ranged repulsion is represented by an effective hard-core
interaction.”**’ It proves that among various versions of
weighted density functional theories (WDFTs) for inhomo-
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geneous hard-sphere fluids, the modified fundamental mea-
sure theoryzg*30 (MFMT) is the most successful one and it
has been widely applied as a reference part of the Helmholtz
free-energy functional.”

Several typeslo’lz’mjlf34 of DFT for the LJ fluid have
been reported in literature but, in general, they can be di-
vided into three categories: full perturbative, partial pertur-
bative, and weighted density approaches. In the fully pertur-
bative approach, the Helmholtz free-energy functional is
evaluated through a functional Taylor expansion around the
corresponding bulk fluid.”*** In order to obtain sufficient
accuracy, the terms containing at least the third-order direct
correlation function (DCF) need to be taken into account.
Choudhury and Ghosh’ evaluated the third-order DCF at a
suitable weighted density to include the effect of a subset of
the higher order terms. In the partial perturbative approach,
the Helmbholtz free-energy functional comprises the hard-
sphere part from a weighted density functional approxima-
tion and a long-ranged attractive part from the functional
Taylor expansion.l‘g'ls’16 Since the WDFT is used for the ref-
erence fluid, the functional Taylor expansion of the excess
Helmholtz free-energy functional converges more rapidly. In
most cases, a good agreement with molecular simulation is
obtained when the expansion is truncated at the second-order
DCF term.'>'¢ Obviously the partial perturbative approach is
more efficient than the full perturbative one. Regretfully, the
DCEF of bulk fluid is required as an input in both perturbative
approaches whereas the DCF is not available in some cases.
In the weighted density functional approach, the Helmholtz
free-energy functional due to both short-ranged repulsion
and long-ranged dispersion are determined in terms of the
weighted densities.'*!23638

The significant difference between various WDFTs is the
form of the weight function used to define a smoothed den-
sity. The weight function can be determined from the inter-
polation between the exact low density limit and a mean-
field weight function equal to the normalized attractive
potential,36 from the accurate pair DCF for a uniform ﬂuid,32
or from a FMT.”’ Recently, we found that the exact low
density limit has little effect on adsorption and phase transi-
tion in pores, and thus proposed a mean-field-type weight
function for the confined LJ fluid. The theory reproduces
surface tension, adsorption, and capillary condensation in not
Very narrow pores very well.'%!" It should also be mentioned
that Schmidt®’ proposed a so-called soft fundamental mea-
sure theory (SFMT), which was built on well-defined limit-
ing cases, i.e., the virial expansion and the zero-dimensional
limit, where the behavior of the exact free-energy functional
is known. The SFMT works best for potentials that are suf-
ficiently short ranged but cannot tackle true long-ranged po-
tentials such as the Coulomb or inverse-power potential with
small exponents.

From our experience on DFT, the hard-sphere part of the
Helmholtz free-energy functional for the LJ fluid contributes
a lot to the density profile and adsorption at high bulk den-
sities, while the attractive part dominates at low bulk densi-
ties. If a DFT reduces to an accurate equation of state at bulk
limit, the prediction of phase transition in confined space is
good. Moreover the combination of the MFMT with the
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MEFT is able to give an accurate density distribution and ad-
sorption when the effect of bulk equation of state is ne-
glected. Therefore, in this work I propose a new WDFT
where the excess Helmholtz free-energy functional com-
prises a hard-core contribution from the MFMT, an attractive
contribution from the MFT, and a correlation contribution
obtained from an accurate bulk equation of state for the LJ
fluid with a weighted density. The new WDFT not only
avoids using the DCF of bulk fluid as an input but also
predicts the structures of the LJ fluid. The performance of the
proposed WDFT is examined extensively by comparing with
the existing molecular simulation and experimental data for
density profiles, adsorption, fluid-solid interfacial tensions,
and disjoining properties of a liquid thin film on a planar
solid surface.

Il. DENSITY FUNCTIONAL THEORY

In statistical mechanics, the grand potential Q[p(r)] of
an inhomogeneous fluid is related to the Helmholtz free-
energy functional via a Legendre transform,’

Qfp(r)]=Flp(r)] + f p(r)[ ¢ (r) — wldr, (2)

where F[p(r)] is the Helmholtz free-energy functional,
f*(r) is the external potential, and w is the fluid chemical
potential which is obtained from the bulk density p,. The
Helmbholtz free-energy functional can be formally expressed
as an ideal-gas (id) contribution plus an excess term that can
be further decomposed in hard-core (hs), attractive (att), and
correlation (cor) contributions, i.e.,

Fp(r)] = F' + F" 4 pat 4 peor, (3)

The ideal-gas contribution to the Helmholtz free-energy
functional is exactly known as

F=kgT f p(){In[p(r)A*] - 1}dr, (4)

where T is the absolute temperature, kp is Boltzmann con-
stant, and A is the de Broglie wavelength.

For a hard-sphere fluid without disperse interactions, the
MFEMT developed by Yu et al.**? is the most accurate and
thus it is selected in this work,

F' = k,T f [®") 4 dPsVgr, (5)

where ®") and &™) are the scalar and vector parts of
reduced excess Helmholtz free-energy density due to hard-
core repulsion, respectively. According to the MFMT, -
they are given by

nny n;

+ In(1-n
1 —ny 367Tn§ ( s

(Dhs(s) =—ny ln(l - n3) +
l’l3
2
+ —9
36’77}’13(1 - n3)2

(6)
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where n,(r) (a=1, 2, 3, V1, and V2) are the hard-sphere
weighted densities defined by

na(r)=jp(r’)w(“)(|l"—l‘|)dr’- (8)

At bulk homogeneous limit, the vector weighted densities
vanish and the excess Helmholtz energy density ®"()
+®MY) becomes identical to that from the Boublik—
Mansoori—Carnahan—Starling—Leland equation of state.”® In
Eq. (8), the weight functions w'¥(r) (a=1, 2, 3, V1, and V2)
are expressed in terms of the Dirac delta function &(r) and
the Heaviside step function 6(r), 40

w(r) = md*wO>r) = 2awV (r) = 8d/2 - 1), 9)
w(r) = ad2 -r), (10)
wV(r) = 27dwYI(r) = (v/r) S(d/2 - r), (11)

where d is the effective hard-sphere diameter of the fluid. For
systems with special symmetry, Eq. (8) can be expressed
more explicitly according to the nature of the density distri-
bution. These expressions have been documented
elsewhere.”®

In a system with only attractive interaction, the mean-
field approximation is a good choice to consider the attrac-
tive contribution to the Helmholtz free-energy functional. In
the MFT, I have

F= %f dr,f drp(r')p(r)u(Jr' —r|), (12)

where u®(r) is the attractive part of potential between two
interacting particles. Alternatively, F*" can be obtained from
a mean-field weighted density proposed by Peng and Yu.'o!
When the intermolecular potential contains both repul-
sive and attractive interactions, a correlation term of Helm-
holtz free-energy functional should be considered. Previous
DFTs, either perturbative ones or weighted density ones, use
the pair-DCF C?(r) as an input to include the correlation
term. These DFTs are accurate for the inhomogeneous super-
critical fluids. However, the analytical expression of DCF is
not available in most cases. In this work, I propose a new
way to develop the Helmholtz free-energy functional due to
correlation effect in terms of weighted density defined as

p(r) = J p(r" )W (| -r|)dr’ (13)
where w(¢(r) is the correlation weight function given by
w(r) = 6(d - r)/(4md’/3). (14)

Subsequently, the Helmholtz free-energy functional due to
the correlation effect can be expressed as
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Fe = kgT f p(r)f<[p(r)]dr, (15)

where " is the reduced Helmholtz free-energy per particle
due to the correlation effect when the bulk density is re-
placed by weighted density p(r). It can be obtained from any
existing equation of state. As an example, I use the first-order
mean-spherical approximation (FMSA) for the LJ fluid.*' In
the FMSA, the LJ potential is approximated according to the
Barker—Henderson theory,2 ie.,

oo (r<d)
0 d<r=o)

M(r) = uatt(r) (0_ <r= rC) (16)
0 (r>r,),
where u*(r) is given by
0 (r=o0)
o 12 o 6
() = 48|:<7> _<7> ] (c<r=r,) (17)
0 (r>r,)

when only a truncated LJ potential is used. As usual, r, is the
cutoff distance. The effective hard-sphere diameter d is de-
rived by Barker and Henderson,”®

d= f [1-e P MNar, (18)
0

where B=1/kzT. From Eq. (18) one can find that d is a
function of temperature. When the reduced temperature 7™
=kgT/e=0~15, d can be accurately reproduced by42

d_ 1 +0.2977T* (19)
o 1+0.331 63T +1.0477 X 107°7°%"

The excess Helmholtz free-energy per particle due to
correlation effect is then obtained from

= fi+ o= M (20)

where MF is the mean-field term which can be obtained from
Egs. (12) and (17) by setting r, =0,

M= _(16/9)mBepo, (21)

where p is the density. f; and f, are the FMSA expansion
terms of 7%~ and T*72, respectively. Tang and Lu*' derived
the explicit expression of f; and f,. I reformulate their ex-
pressions as follows:

2
_ BeiL(\) _ Be(1+X\;)
fi=-12m2 [(1 S0 e ]

o] 3(3)"-4(5)

e (2] (2)2(2) ] e
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(23)

where 7=mpd*/6 is the packing fraction and g"(d) is the
radial distribution function of hard-sphere fluid at contact,
which is derived from the Carnahan—Starling equation of
state,

g"™(d)=(1-92)/(1- 7). (24)

The functions L(r) and Q(¢) in Egs. (22) and (23) are defined
by

Lit)=(1+n2)t+1+27, (25)
S + 129L(t)e™"
00==" 5 (26)
where
S(t)=(1- 9 +69(1 — )+ 18771 — 1279(1 +27).
(27)

In Egs. (25)—(27), t=N; or \,. \; and &; (i=1 and 2) are the
potential parameters for the hard-core two-Yukawa potential
used to mimic the LJ fluid. For the LJ fluid, their values are
taken as \,=2.9637d/o, \,=14.0167d/ 0, & =kye 74,
£,=—kye 74V and ky=2.17170/d.

Once the expression of the Helmholtz free-energy func-
tional is determined, the minimization of the grand potential
with respect to the density profile yields the Euler—Lagrange
equation

5( Fhs + Fatt + Fcor)
9p(r)

The chemical potential w at bulk density p, is obtained by
switching off the external potential and the density distribu-

Inpr)=8| u- - (r) |. (28)

0.7
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FIG. 1. Density profiles of LJ fluid near a hard wall at bulk density of
p,,O:’ =0.5 and reduced temperature of 7°=1.35. The circles, dashed, and
solid lines represent the results from the MC simulations (Ref. 43), MFT,
and present WDFT, respectively.
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FIG. 2. Same as in Fig. 1 but at a moderate bulk density of p,0°=0.65.

tion p(r) is solved from Eq. (28) using the Picard-type itera-
tive method. In this work, I refer the calculated density pro-
files and adsorption isotherms as the results of the MFT
when T neglect F" (i.e., F*°"=0). From the comparison of
the equation used, one can find that the present WDFT is
almost as computational efficient as the MFT and simpler in
form than the WDFT reported in literature.*>

lll. RESULTS AND DISCUSSION

In this section, I will demonstrate the application of the
present WDFT to simple gases represented as LJ fluids near
a surface or confined in a slitlike pore. I will also provide
some MFT and previous WDFT results for comparisons. To
test the present WDFT against molecular simulation data, the
fluid-fluid and fluid-solid interactions are the same as those
used in the molecular simulations.

A. Density profiles of supercritical fluid near a hard
wall or in slitlike pores

The calculated density profiles of the supercritical LJ
fluids near a hard wall are compared in Figs. 1-3 with the
corresponding computer simulation data® at reduced tem-
perature T"=kzT/e=1.35. The external potential for a hard
wall can be expressed as

2.3 :-
4 o  MC data

’ Present DFT
g ---- MF theory

Az2)o’

FIG. 3. Same as in Fig. 1 but at a high bulk density of p,0>=0.82.
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FIG. 4. Density profiles of LJ fluid confined in slitlike pores at bulk density
of p,0°=0.5925 and reduced temperature of 7°=1.2. The opened triangles
and circles represent the GCMC simulation results (Ref. 5) for pore widths
of H=2.00 and 3.00, respectively. The curves represent the calculated re-
sults from the present WDFT. In the calculation, the potential is truncated
and shifted at a cutoff distance of r.=3.5¢. For clarity, the density profiles
for H=2.00 are shifted left by 0.5.

o, z=0/2

P (z) =

29
0, z>0/2, (29)
where z >0 is the coordinate in the direction perpendicular to
the wall. In the calculation, the attractive part of a truncated
and shifted LJ potential in the Barker—Henderson theory is
given by

0, r=o
W(r) = u(r) - uM (), o<r=r, (30)
0, r>r,.

In Figs. 1-3, both the MFT (i.e., MFMT+MFT) and
present WDFT have been applied using the potential given
by Eq. (30) with r,=50. At low density (see Fig. 1 at bulk
density p,0°=0.5), the LJ spheres are depleted in the vicinity
of the wall and the local density rises monotonically with the
increase in the distance from the wall until it reaches the bulk
density. The depletion is due to the attraction between the
fluid particles, which balances the accumulation of particles
due to the short-ranged repulsive interactions. Obviously, the
MEFT is unable to capture the depletion and is qualitatively
incorrect in this case. As the bulk density is increased, the
density profiles oscillate around the bulk density indicating
that the repulsion is dominant. From Figs. 2 and 3 one can
see that the MFT substantially overestimates the oscillation
strength. It can be seen from Figs. 1-3 that the present
WDFT predicts accurate density profiles of the LJ fluids near
the hard wall at all bulk densities when compared to the
grand canonical Monte Carlo (GCMC) simulation data.”

For a planar slit-pore studied in this work, the external
potential can be expressed as

P (2) = Yhyl2) + iy (H ~ 2) (31)

where ,/z) is the interaction between solid surface and LJ
fluid. In Figs. 4, 5, and 9-11, it is given by

J. Chem. Phys. 131, 024704 (2009)
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FIG. 5. Density profiles of LJ fluid confined in a slitlike pore with width of
H=7.50 at bulk density of p,0°=0.5925 and reduced temperature of T
=1.2. Symbols and solid curve represent the results from the GCMC simu-
lation (Ref. 5) and present WDFT, respectively.

[2 ag,, 10 Oy ¢ O-:"V :|
wo=e 5 %) (%) e e )
(32)

In Eq. (32), the values of the wall parameters are A=g/ \5,
o,=0, and ¢,=2e in Figs. 4 and 5, and A=0.80440, o,
=0.9030, and €,,=12.96¢ in Figs. 9, 11, and 12.

Figures 4 and 5 depict the density profiles of the LJ
fluids confined in the slitlike pores with pore widths of H
=2.00, 3.00, and 7.50 at bulk density of pbo3:0.5925 and
temperature of 7°=1.2. Here the LJ potential is truncated and
shifted at a cutoff distance of r.=3.50. Both figures show
that the density profiles predicted from the present WDFT is
in excellent agreement with the computer simulation data.’
When the pore becomes very narrow, the fluid in the slitlike
pore behaves like a two-dimensional fluid. In this case, if a
DFT cannot reduce to the two-dimensional case, its perfor-
mance will be bad in narrow pores.lo From Fig. 4 one can
see that the present WDFT accurately reproduces the density
profile in the very narrow pore (e.g., H=2.00), indicating
that the present theory possesses good dimension crossover.

B. Adsorption isotherms of simple gases
in the graphitic slit pores

The adsorption of supercritical gases in porous carbons
is an important process in gas storage and gas separation. In
this subsection, the adsorption isotherms of several simple
gases (Ar, N,, CH,, and C,H¢) predicted from the present
WDFT are validated against the corresponding simulation
data at various pore sizes. The present WDFT is also com-
pared to the nonlocal density functional theory (NLDFT)'7#*
which is frequently used for description of adsorption iso-
therms in literature.

Nguyen et al."” simulated simple gases such as argon,
nitrogen, and methane in the slit pores with various sizes. In
their simulation, the simple gases are modeled by an LJ po-
tential truncated at a cutoff distance of r.=1.5 nm. The LJ
parameters used in the simulations and present WDFT calcu-
lations are given in Table 1. The pore walls contain a single
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TABLE 1. Parameters of fluid-fluid and fluid-carbon wall interactions (Ref.
17).

T elky O ecrlkp
Gas (nm) (K) (nm) (K)
Ar 0.3400 119.0 0.3400 57.723
N, 0.3655 93.98 0.35375 51.298
CH, 0.3751 148.0 0.357 55 64.374
Ne 0.2820 32.80 . 31.700

carbon plane, and the interaction potential between the single
carbon wall and the gas molecule is expressed as

10 4
‘r/fs;f(z) = 27Tpco'?facf|:§<%£> a (%) :| ’ .

where p,=38.17 atoms nm~? is the number of carbon atoms
per unit area in a single graphene layer, corresponding to
graphite. The fluid-wall interaction parameters o, and &,
are obtained by the Lorentz—Berthelot combining rules ap-
plied to each LJ site of the fluid. Their values used in the
GCMC simulations and present WDFT calculations are also
listed in Table I.

Figures 6-8 depict the comparisons of adsorption iso-
therms predicted from the present WDFT with the corre-
sponding GCMC simulation results at 298 K for argon, ni-
trogen, and methane, respectively. Here the silt-pore walls
contain a single carbon plane and the adsorption quantity T’
is defined as

H
F=f p(z)dz. (34)

0

For comparison, the adsorption isotherms of the three simple
gases on slit pore from the NLDFT (Refs. 17 and 44) are also
included in Figs. 6-8. It should be pointed out that in the
calculation of the NLDFT, the used parameter for the simple
gases are determined from the fit of the NLDFT equation of
state to the experimental data, different from those used in
the GCMC simulations shown in Table I. Once the param-
eters are fitted against the bulk experimental data, the
NLDFT is completely predictive for nanopores.”’44 Even
though, the NLDFT approach underestimates the adsorption
isotherms of the three gases in the small pores (H
<0.827 nm) and at relatively high pressure (p>7 MPa), as
can be seen obviously in Figs. 6(a), 7(a), and 8(a). If the
parameters which have the same values as those in the
GCMC simulations were used, the NLDFT approach would
result in significant deviations due to the fact that the
NLDFT approach does not yield accurate bulk equation of
state. The discrepancy between the NLDFT results and the
GCMC simulation data is normally recognized as a conse-
quence of the MF approximation. Apparently, the present
WDFT has overcome the discrepancy of the NLDFT ap-
proach. It is observed from Figs. 6—8 that the isotherms of
the three gases predicted from the present DFT match very
well the corresponding simulation results up to 50 MPa in
various slit-pore sizes. It is found that FMT and the Tarazona
theory have almost the same accuracy for an inhomogeneous
hard-sphere fluid. The reason why the present DFT is more

J. Chem. Phys. 131, 024704 (2009)
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FIG. 6. Comparison of calculated adsorption isotherms of argon with those
from the GCMC simulations in the slit pores with various pore widths at 298
K. The pore walls contain a single carbon plane. The symbols, dashed, and
solid lines represent the results from the MC simulations (Ref. 17), MFT,
and present WDFT, respectively. For clarity, the adsorption isotherms for
H=0.784 and 1.230 nm, and H=0.691 and 1.046 nm are shifted upward by
2 and 4, respectively.

accurate than NLDFT of Tarazona, as used by Nguyen et
al."” and Ustinov and Do,** is that they neglected the DCF
and used a mean-field approximation for the attractive inter-
action. Compared to existing FMT based DFT, the present
WDFT adopts an attractive weighted density to represent the
Helmholtz free-energy functional due to the attraction and
avoids the DCF as an input. This makes the present WDFT
simpler than other existing FMT based DFT without loss of
accuracy. Therefore I have not compared the results of the
present WDFT with them. If the present WDFT is combined
with the finite wall thickness model,'” the high-pressure ad-
sorption of supercritical gases on activated carbon can be
well described.

In Fig. 9, the surface excesses of ethane predicted from
the present WDFT are compared to those from the Monte
Carlo (MC) simulations in graphitic slit pore at reduced tem-
perature 7°=1.35 and pore widths of H=3.50 and 50. Here
ethane is modeled by an LJ potential truncated and shifted at
a cutoff distance r.=2.50, the fluid-wall interaction is given
by Eq. (32) and the surface excess I'* of the slit pore is
calculated from

H
re= f [p(z) = ppldz. (35)
0

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



024704-7 Theory for adsorption, disjoining properties

14

12

—_
(=]

© H=0.691 nm
A  H=0.805nm

I'/H / (mmol/cm’)

xl o H=0.900 nm
2
0 Il 1 Il 1 1
0 10 20 30 40 50
p/MPa
20

—
(9]

© H=1.046 nm
A H=1.230 nm
0o H=1754nm

I/ H/ (mmol/cm’ )

0 1 1 1 L 1
0 10 20 30 40 50

p/MPa

FIG. 7. Comparison of calculated adsorption isotherms of nitrogen with
those from the GCMC simulations in the slit pores with various pore widths
at 298 K. The pore walls contain a single carbon plane. The symbols, dashed
and solid lines represent the results from the MC simulations (Ref. 17),
MEFT, and present WDFT, respectively. For clarity, the adsorption isotherms
in (b) for H=1.230 and 1.046 nm are shifted upward by 2 and 4,
respectively.

Figure 9 shows that the present WDFT performs very
well for ethane in graphite slit pores. The present WDFT
predicts the maximum characteristics of the supercritical sur-
face excess as a function of reduced bulk density in both
pore widths. The surface excesses predicted from the present
WDFT are in very good agreement with those from the
GCMC simulations reported in literature.”** Although the
WDFT of Sweatman™ also gives good description of the
surface excesses of ethane in slitlike pores, the weight func-
tion used in the present WDFT is much simpler and thus is
more computationally efficient than that of Sweatman.

C. Comparison of theoretical adsorption isotherm
with experiment

In this section, the theoretical adsorption isotherm of ni-
trogen is compared to the experiment. The present WDFT
has been applied to the nitrogen adsorption on the surface of
a graphitized carbon black, which is considered as a repre-
sentative of a crystalline solid.***" The results at 77 K are
plotted in Fig. 10. In the calculation, nitrogen is modeled by
the LJ potential with r.=40 and the carbon wall-nitrogen
molecule interactions are described by Eq. (32), where g,

J. Chem. Phys. 131, 024704 (2009)
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FIG. 8. Comparison of calculated adsorption isotherms of methane with
those from the GCMC simulations in the slit pores with various pore widths
at 298 K. The pore walls contain a single carbon plane. The symbols, dashed
and solid lines represent the results from the MC simulations (Ref. 17),
MFT, and present WDFT, respectively. For clarity, the adsorption isotherms
in (b) for H=1.754 and 1.104 nm are shifted upward by 2 and 4,
respectively.

=27pgga0esEeiA(1=ky)  With pg=114.0 nm™ and A
=0.335 nm. To reproduce the experimental adsorption
isotherm,”’ the interaction parameter k., was selected as the
only adjustable parameter and its optimized value is k.
=0.2397. For comparison, the results from the Brunauer—
Emmett-Teller (BET) equation and the semiempirical
Dubinin-Kaganer—Radushkevich (DKR) equation48 are also
included in Fig. 10. The present WDFT accurately repro-
duces the experimental data in the pressure range covering
five orders of magnitude. In contrast, the BET equation only
yields reasonable estimations in the range of relative nitro-
gen pressures from 0.08 to 0.3. Figure 10 also shows that
DKR equation behaves very poor in description of the ad-
sorption isotherm.

D. Fluid-solid interfacial tension of simple gas
in slit pores

Fluid-solid interfacial tension is a very important ther-
modynamic quantity in the determination of the surface
properties. For example, prewetting and capillary condensa-
tion transitions on a surface can be determined through the
interfacial tension of both the high and the low branches of
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FIG. 9. Comparison of predicted surface excesses of ethane with those from
MC simulations in graphitic slit pores at 7°=1.35. Ethane is modeled by an
LJ potential truncated and shifted at a cutoff distance of r.=2.50. The
opened symbols, solid symbols, and solid lines represent the results from the
GCMC simulations of Sweatman (Ref. 32), the GCMC simulations of van
Megan and Snook (Ref. 45), and the present WDFT, respectively. For clar-
ity, the results for H=3.50 are shifted upward by 0.4.

the adsorption isotherms.'"'® The sign of the water-surface
interfacial tension is a thermodynamically sound criterion for
the “hydrophilicity” or “hydrophobicity” of a surface.*’ The
prediction of fluid-solid interfacial tension is a great chal-
lenge to the DFTs. It requires that the DFT reproduces an
accurate grand potential for the inhomogeneous system un-
der consideration. In this work, the fluid-solid interfacial ten-
sion is obtained from the excess grand potential of the inho-
mogeneous system defined by

y={Qp(x)] - Qfp,]}/A, (36)

where A is the area of the interface, and Q[p(z)] and Q[p,]
are the grand potentials of the confined fluid in the slitlike
pore and the corresponding bulk fluid, respectively. Figure
11 depicts comparisons of predicted fluid-solid interfacial
tension of ethane with those from the MC simulations in
graphitic slit pores at reduced temperature 7%=1.35. Here the
fluid-wall interaction is described by Eq. (32). The fluid-solid
interfacial tensions of ethane in both pores are negative, in-

wp k,=0.2397 ;

L O Experiment ,'I
°€ 60 Present WI?FT p
= so} -~~~ BET equation 4
g ol EE DKR equation
€ xf

20}

10f;

FIG. 10. Comparison between theories and experiment (Ref. 47) for the
nitrogen adsorption isotherm on a graphitized carbon black at 77K.
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FIG. 11. Comparison of predicted fluid-solid interfacial tensions of ethane
with those from GCMC simulations in graphitic slit pores at 7"=1.35.
Ethane is modeled by an LJ potential truncated and shifted at a cutoff dis-
tance of r.=2.50. The symbols, dashed, and solid lines represent the results
from the GCMC simulations, DFT of Sweatman (Ref. 32), and present
WDFT, respectively. For clarity, the results for H=3.5¢0 are shifted upward
by 1.

dicating that the graphitic walls are strongly “philic” with
respect to ethane in these cases. It is easily observed from
Fig. 11 that the interfacial tensions from the present WDFT
are generally closer to the simulated results than those from
the theory of Sweatman.’” The theory of Sweatman, though
is much more complicated than the present WDFT, underes-
timates the interfacial tensions in both pore widths, espe-
cially at high bulk densities. In the theory of Sweatman, ™ the
weight function for the attractive contribution is determined
from second-order DCF by an ad hoc relation. Sweatman
employed the hypernetted chain approximation for the
Ornstein—Zernike integral19 equation to generate the second-
order DCF. In contrast, our theory avoids the second-order
DCEF as an input and thus is much simpler than the theory of
Sweatman.

In order to understand how the fluid-surface interaction
governs the interfacial tension, I carried out a series of cal-
culations using the present WDFT in which the strength of
the fluid-wall potential €,, and bulk density were varied. The
response of the fluid to these variations was analyzed. The
calculated results are plotted in Fig. 12, where the slit-pore
width is H=100, reduced temperature is 7°=1.2, and the
wall-fluid potential is given by Eq. (32). It can be seen that
the decrease in the potential strength &,/e from 4 to 2
changes the sign of the interfacial tension y and hence makes
the wall “phobic” with respect to ethane. When the ¢,/¢
>8, the walls are strongly philic with respect to ethane.
When the wall is phobic, the fluid-solid interfacial tension
increases as the bulk density is increased, but when the wall
is philic, the interfacial tension changes inversely.

E. Disjoining properties of thin film

The disjoining properties are widely used in modeling
thin film phenomena such as wetting, spreading, stability,
and evaporation. They have been investigated by experimen-
tal measurements’ and molecular simulations.> In this
work, the equilibrium state of a planar liquid neon film
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FIG. 12. Predicted fluid-solid interfacial tension of ethane as a function of
fluid-wall interaction energy parameter ¢, in a slit pore with pore width of
H=100 at bulk densities p,0°=0.05, 0.1, and 0.6, and temperature of T*
=1.2. Ethane is modeled by an LJ potential truncated and shifted at a cutoff
distance r,=2.50. Dashed-dotted, dashed, and solid lines represent the re-
sults for bulk densities p,0°=0.05, 0.1, and 0.6, respectively.

bounded by vapor and graphitic basal solid plane is investi-
gated using the WDFT proposed in this work. Neon is mod-
eled by an LJ potential truncated and shifted at a cutoff dis-
tance r.=6.50, and the potential parameters are included in
Table 1. The interaction between neon and graphitic solid
surface was described by Steele,51

oy T 200
: 51\z z

s

4
ap
_—— 37

3A(z+0.61A)3}’ (37)

where a?:v"3/2 is the reduced area of the unit lattice cell,
A=1.38a, is the distance between the discrete planes, A
=1.25a,= \5'3crss, and o,,=0.142 nm is the nearest neighbor
distance in the carbon graphitic solid.

When neon gas is absorbed on the carbon graphitic solid
surface at temperature 7, a film much thinner than the satu-
rated one exists in the vicinity of the surface due to the
strong interaction of the film with the basal plane. The dis-
joining potential is defined as

Ap(h,T) = u(h,T) = w*(T), (38)

where w(h,T) and p**(T) are the chemical potentials of the
thin film and saturated vapor at temperature 7, respectively.
The effective film thickness 4 of the inhomogeneous film is
then obtained from the surface excess "%,

h=T/(p;" " = p}), (39)
where pza‘(L) and pj, are the bulk saturated-liquid density and

the bulk vapor density, respectively. The disjoining pressure
is defined as the difference between the pressure normal to
the planar film surface and that of the bulk liquid. In the
DFT, it is expressed as

J. Chem. Phys. 131, 024704 (2009)
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FIG. 13. Density profiles of neon film absorbed on the planar graphite basal
plane at 29.52 K. The profiles (from the bottom) correspond to the planar
film with effective thicknesses of 7=0.499, 1.017, 1.469, 2.145, 2.458, and
2.921 nm, respectively.

H=—f dzp(z){m} - (40)

0 dz

where plb‘ is the bulk liquid pressure.

Figure 13 depicts the density profiles of the neon film
whose effective thickness varies from 0.499 to 2.921 nm at
29.52 K. It can be seen from Fig. 13 that in the vicinity of
solid surface (i.e., the interfacial region), the fluid behaves
like liquid. The disjoining potential as a function of the ef-
fective film thickness /4 is plotted and compared to the mo-
lecular dynamics (MD) simulation data® in Fig. 14. Although
the accuracy of the MD simulation data is not high, the
present WDFT accurately reproduces the simulated disjoin-
ing potential, except that it slightly overestimates the disjoin-
ing potential at very small film thickness. In this region the
disjoining potential decreases very rapidly.

Figure 15 depicts the comparison of the disjoining pres-
sure predicted from the present WDFT with those from the
MD simulations. It should be mentioned that the MD simu-
lation data for the disjoining pressure have been recalculated

0.2
0

0.0F o o Q. Q
S 2 )
NGJ
= -02}
o
< : .
: 04 & o MD simulation
< Results from WDFT
N
3
N .06}

0.8 . 1 " 1 . 1 . 1 "

1 2 3 4 5
h/nm

FIG. 14. Disjoining potential as a function of effective film thickness of
neon on planar graphite surface at 29.52 K. Neon is modeled by an LJ
potential truncated and shifted at a cutoff distance r,=6.50. Symbols and
solid line represent the results from the MD simulations (Ref. 3) and the
present WDFT, respectively.
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FIG. 15. Disjoining pressure vs the effective film thickness of neon on
planar graphite surface at 29.52 K. Symbols and solid line represent the
results from the MD simulations (Ref. 3) and the present WDFT,
respectively.

from the simulated pressure3 normal to planar film using the
accurate equation of state for the LJ fluid®* because I found
that the disjoining pressure reported by Han is too small. The
figure shows that the MD simulation is crude. The variation
trend of disjoining pressure is that the disjoining pressure
increases slowly as the effective film thickness is decreased
to about 2 nm and rises steeply afterward. The present
WDFT captures the characteristics of the disjoining pressure
and predicts that the disjoining pressure decreases gradually
to zero as the film thickness approaches to infinity though the
MD simulation data show some degree of fluctuation due to
the large simulation errors. Figures 14 and 15 indicate that
the present WDFT can be used to predict the disjoining prop-
erties of the LJ thin film on the solid surface but the predic-
tion accuracy of the present WDT should be validated by
more simulation data. In addition, the use of a more accurate
equation of state at low temperature, e.g., the modified
Benedict—Webb—Rubin equation of state,”” could improve
the prediction of the present WDFT.

IV. CONCLUSIONS

A novel WDFT is proposed in this work to investigate
the density distributions, adsorption isotherms, fluid-solid in-
terfacial tensions, and disjoining properties of simple gases
modeled as the LJ fluids in slitlike pores. The LJ potential is
separated into repulsive and attractive parts according to the
Barker—Henderson perturbation theory.26 The proposed ex-
cess Helmholtz free-energy functional comprises a repulsive
contribution from the MFMT of Yu et al.,zg’29 an attractive
term from the MFT, and a correlation term from the FMSA
equation of state with a weighted density. The obtained
WDFT is computationally as simple and efficient as the MFT
but more accurate. The results predicted from the present
WDFT are in excellent agreement with those from the
GCMC simulations and experimental results. In addition, the
proposed WDFT also performs very well for very narrow
pores since it possesses a good dimensional crossover and
correctly reduces to the two-dimensional case.

J. Chem. Phys. 131, 024704 (2009)

The present WDFT predicts very accurate adsorption
isotherms of simple gases such as argon, nitrogen, methane,
and ethane in graphitic slitlike pores with various pore sizes.
In contrast, the NLDFT approach”’44 underestimates the ad-
sorption isotherms in the small pores (H<0.827 nm) and at
relatively high pressures though, the molecular parameters
are determined from the fit of the NLDFT equation of state
to the experimental data.** The discrepancy between the
NLDFT results and the GCMC simulation data is due to the
MFT approximation and has been overcome by the present
WDFT. The fluid-solid interfacial tensions of ethane from the
present WDFT are in excellent agreement with those from
the GCMC simulations and are better than those from the
theory of Sweatman,” which slightly underestimates the
fluid-solid interfacial tensions at high bulk densities. The
present WDFT predicts that the solid wall can be phobic or
philic with respect to the fluid by varying the strength of the
fluid-wall potential. The decrease in the well depth of the
fluid-wall potential may change the sign of interfacial ten-
sion and hence may make the wall phobic.

Applications to disjoining properties of neon thin film on
the graphitic solid surface show that the present WDFT pre-
dicts the disjoining potential and pressure well when com-
pared to the crude MD simulation data.” The present WDFT
captures all characteristics of the variations of the disjoining
potential and pressure as a function of effective film thick-
ness. All the calculated results suggest that the present
WDFT is a successful theory for the inhomogeneous LIJ
fluid. It should be pointed out that the present WDFT is also
applicable to other atomic model fluids such as Yukawa,
square-well and Sutherland fluids, and thus provides a uni-
versal way to construct the excess Helmholtz free-energy
functional for inhomogeneous fluids.
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