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A density functional theory(DFT) is presented for describing the distributions of small ions around an
isolated infinitely long polyanionic DNA molecule in the framework of the restricted primitive model. The
hard-sphere contribution to the excess Helmholtz energy functional is derived from the modified fundamental
measure theory, and the electrostatic interaction is evaluated through a quadratic functional Taylor expansion.
The predictions from the DFT are compared with integral equation theory(IET), the nonlinear Poisson-
Boltzmann(PB) equation, and computer simulation data for the ionic density profiles, electrostatic potentials,
and charge compensation functions at varieties of solution conditions. Good agreement between the DFT and
computer simulations is achieved. The charge inversion phenomena of DNA are observed in a moderately
concentrated solution of 2:1 and 2:2 electrolytes using the DFT, IET, and computer simulation, but can never
be predicted from the PB equation. The predictions of charge inversion from the DFT prove to be more
accurate than those from the IET when compared with computer simulation data. The preferential interaction
coefficients from the DFT are also compared with those from the PB equation and Monte Carlo simulation, and
it is shown that the DFT is superior to the PB equation.
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I. INTRODUCTION

Deoxyribonucleic acid(DNA) is a well-known substance
as a carrier of genetic information. Besides its biological
function, the polyanionic DNA molecule exhibits typical
polyelectrolyte features in aqueous solution. The interactions
between the polyion and surrounding small ions are of sig-
nificance for DNA conformational stability, as well as other
thermodynamic and transport properties in solution[1–3].

The studies of physical properties of DNA solution started
about 35 years ago, when the famous counterion condensa-
tion (CC) theory was established by Manning[4]. This
theory is based on the experimental phenomenon of CC on
the surface of a strongly charged polyion. Manning’s work
includes two theories: one is proposed to describe the infi-
nitely dilute solution, and is successfully applied to calculat-
ing the limiting laws of thermodynamic properties[5,6]; the
other adopts a simple two-phase model to describe solutions
at moderate salt concentrations, in which the corresponding
ionic profiles are derived by minimizing the free energy[7].
Recently, the CC theory was extended to take account of
both finite CC and actual structure of the array of discrete
charges by Schurr and Fujimoto[8] with an alternative aux-
iliary assumption. A further modification was also carried out
to extend the CC theory to cell model and to calculate the
osmotic pressure of relatively concentrated DNA solution
[9].

An alternative classical theory is Poisson-Boltzmann(PB)
equation, which is the Euler-Lagrange equation correspond-

ing to the mean-field density functional of an electrolyte of
point charges[10,11]. Unlike the CC theory, the PB equation
is not confined to polyions of cylindrical symmetry[4]. For
example, its linear version has been used to calculate the
electrostatic potential around biopolymer with most compli-
cated geometry[12]. However, it has proved that the PB
equation is invalid if concentration of added salt is high[13],
since the volume effect between small ions has evident ef-
fects on the total excess free energy under these conditions
[14]. Large errors were also reported in the PB calculations
for multivalent electrolyte even at low ionic concentrations
when compared with Monte Carlo(MC) simulations[15,16].

Experiments have confirmed that multivalent cations,
such as magnesiums2+d and Putrescines2+d, play substan-
tial roles in many molecular biological processes involving
protein-nucleic acid interactions and conformational transi-
tion of functional biopolymers[17,18]. The nonviral gene
transfer in biological studies or gene therapy for clinical
treatment also needs DNA condensation induced by multiva-
lent cations or multivalent cationic amphiphiles in aqueous
solution[19–22]. Furthermore, in the systems containing the
multivalent counterions at high concentrations, an interesting
phenomenon, termed “charge inversion” or “overcharging,”
was observed[20], where a strongly charged polyion binds
more ions than necessary to neutralize its own charge. This
phenomenon was observed in electrophoretic mobility by
Strauss, Gershfeld, and Spiera[23], which is considered to
be induced by volume exclusion of small ions[24,25]. How-
ever, the classical PB theory has proved unable to predict
charge inversion in above conditions[26]. This deficiency of
the PB theory is mainly due to its ignorance of the ionic size.
Over the past 40 years, various modifications of the PB
equations[15,27,28] have been developed in the framework
of the restricted primitive model(RPM) of electrolyte solu-
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tion, where the small ions are modeled as charged particles
of uniform size, and the solvent is a continuous dielectric
continuum. Incorporating the excluded volume effect, vari-
ous versions of modified PB theories have been successfully
applied to the systems involving planar electrode[29],
spherical macroion[30], and linear polyelectrolyte[31,32]
with multivalent ions at high salt concentrations.

An alternative way to include ionic correlations is using
integral equation theory(IET) or density functional theory
(DFT). Both theories involve the hard-sphere(HS) correla-
tion due to ionic size. IET originated from the study of ho-
mogeneous electrolyte solution. The original Ornstein-
Zernike equation of IET is popularly solved using
hypernetted chain(HNC) closure [33]. There are two ver-
sions of HNC closure proposed for the study of polyelectro-
lyte solution: hypernetted chain/hypernetted chain
sHNC/HNCd [34] and hypernetted chain/mean spherical ap-
proximation sHNC/MSAd [33,35]. Since the HNC/MSA
theory has proved to be much more convenient and accurate
than HNC/HNC [35], it has been extensively used in the
calculation of ionic profiles and electrostatic potential for the
system involving various geometries[33–37]. Unlike the PB
and HNC, DFT starts with the simple thermodynamic prin-
ciple that the system reaches equilibrium as its grand canoni-
cal potential reaches minimum[38]. Many studies of DFT
have been carried out for the electrolyte solution next to the
charged or uncharged surface with simple geometries, such
as planar[39,40], spherical[41], and cylindrical surfaces
[42,43]. It has been reported that the results from DFT agree
well with MC simulation, better than those from other theo-
ries [41,42,44]. Since both of DFT and HNC/MSA take into
account the excluded volume effect of small ions, both of
them are adequate for observing the phenomenon of over-
charging. However, recent work of Desernoet al. [45] has
shown that HNC/MSA quantitatively overestimates over-
charging if the charge density of polyion or the bulk concen-
tration of added salt is high. In contrast, DFT predict over-
charging of spherical polyion and planar electrode accurately
with respect to MC results, even at high salt concentration or
for intensively charged objects[39,41,46].

In the present work, a partially perturbative DFT for an
isolated model DNA immersed in an electrolyte solution is
proposed. In the standard DFT, the excess Helmholtz energy
functional is divided into several parts due to various inter-
actions. The hard-sphere(HS) contribution to total excess
free energy is usually evaluated through a weighted-density
approximation(WDA) [47]. Recently, Yu and Wu[48,49]
improved Rosenfeld’s fundamental measure theory[50–52]
for HS correlation functions. Since this new WDA proves
more accurate than other theories[48], we adopt it in our
present work. Similar to the approaches employed by Yu,
Wu, and Gao[41] and Patra and Yethiraj[42], the electrical
interaction term is obtained using a quadratic Taylor expan-
sion with respect to a uniform fluid. The established DFT is
used to calculate the microscopic properties of mobile ions,
i.e., ionic density profiles, electrostatic potential profiles, and
charge compensation functions, as well as thermodynamic
property of preferential interaction coefficients. These results
are compared with those from the PB equation, IET, and
molecular simulations[45,53–55].

The rest of this paper is organized as follows. Section II
describes the DFT theory for interested systems. Numerical
solutions for the ionic density profiles, mean electrostatic
potentials, charge compensation functions, and preferential
interaction coefficients are presented in Sec. III. The conclu-
sions and perspectives for future work are given in Sec. IV.

II. THEORY

A. Molecular model

We consider an isolated double-stranded DNA molecule
in an electrolyte solution. The polyion of DNA is modeled as
an infinitely long, impenetrable cylinder with uniformly dis-
tributed charges along its central axis. Since there are various
conformations of DNA molecules in aqueous solution, we
propose a model B-DNA, in which the average charge spac-
ing on the DNA molecule isb=0.17 nm and the radius of
DNA is R=0.80 nm. All species of ions are modeled as
charged hard spheres with equal diametersda=0.40 nm, and
the minimal separation between ions and axis of the polyion
is 1.0 nm. Both the radius and diameter given above have
taken into account the effect of hydration. The solvent water
is modeled as a continuous structureless media with invariant
dielectric constant«=78.4 at any position, corresponding to
that of the pure water atT=298 K. The temperature of sys-
tem isT=298 K. All the parameters given above are applied
in the main part of this work, but to compare with the mo-
lecular simulation data they may be changed in consistence
with the corresponding literature and are pointed out in the
captions.

B. Density functional theory

In grand canonical ensemble, the system reaches equilib-
rium when the grand canonical potentialV is at its minimum

value Ṽ. By virtue of variational principle, the equilibrium
distribution of ioni, hr̃ij, is obtained from Euler equation

UdVfhrijg
drisrd

U
r̃

= 0, Vfhrijgur̃ = Ṽ. s1d

For the system studied in this work, the grand potential
for small ions surrounding a DNA molecule can be expressed
as a functional of Helmholtz energy for density profile of
certain specieshrij through the Legendre transform

Vfhrijg = Ffhrijg + o
i=1

N E dr fVPisr d − migrisr d s2d

whereVPisr d is external field due to the DNA molecule,N is
the total number of ionic species,mi is the chemical potential
of ion i, andFfhrijg represents the Helmholtz energy func-
tional.

Then the problem focuses on finding out an accurate and
explicit expression of Helmholtz energy functional. In gen-
eral, Helmholtz energy functional can be divided into two
terms

Ffhrijg = Fidfhrijg + Fexfhrijg s3d

where the first term on right of Eq.(3) is the ideal-gas con-
tribution, the second term is the excess Helmholtz energy
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due to the interactions between ions.Fidfhrijg is obtained
accurately from classical statistical mechanics

Fidfhrijg = kBTo
i=1

N E drrisr dhlnfrisr dLi
3g − 1j s4d

whereLi is the thermal wavelength of componenti andkB is
the Boltzmann constant.Fexfhrijg can be further decomposed
into several parts according to different types of interactions.
In the present work,Fexfhrijg is divided into three parts, i.e.,

Fexfhrijg = FC
exfhrijg + Fhs

exfhrijg + Fel
exfhrijg. s5d

The first term is direct Coulomb contribution calculated
by summing the electrostatic potential over the space

FC
exfhrijg =

1

2
E E drdr 8o

i,j

zizje
2risr dr jsr 8d
«ur − r 8u

. s6d

The second and the third terms in Eq.(5) denote HS con-
tribution and coupling of Coulombic and HS interactions,
respectively. According to the modified fundamental measure
theory (MFMT) [48], Fhs

exfhrijg takes the form

Fhs
ex = kBTE Fhsfnasr dgdr s7d

where Fhsfnasr dg is the reduced excess Helmholtz energy
density due to HS correlation, andnasr d is the weighted den-
sity, given by

nasr d = o
i=1

N

naisr d = o
i=1

N E risr 8dwi
sadsr 8 − r ddr 8 s8d

where the subscriptsa=0, 1, 2, 3, V1, and V2 denote the
indices of six weight functionswi

sadsr d, i.e.,

wi
s0dsrd =

dssi/2 − rd
psi

2 , s9d

wi
s1dsrd =

dssi/2 − rd
2psi

, s10d

wi
s2dsrd = dssi/2 − rd, s11d

wi
s3dsrd = ussi/2 − rd, s12d

wi
sV2dsr d = sr /rddssi/2 − rd, s13d

wi
sV1dsr d =

sr /rddssi/2 − rd
2psi

s14d

wheredsrd is the Dirac delta function andusrd denotes the
Heaviside step function.wi

s2dsrd, wi
s3dsrd, andwi

sV2dsr d are di-
rectly related to the geometry of a spherical particle.

According to the MFMT[48], the HS Helmholtz energy
density is divided into the scalar weighted densities(S) and
the vector weighted densities(V)

Fhsfnasr dg = FhssSdfnasr dg + FhssVdfnasr dg. s15d

Both of the terms on the right of Eq.(15) are evaluated as
functions of weighted densitynasr d

FhssSdfnasr dg = − n0 lns1 − n3d +
n1n2

1 − n3
+

n2
3 lns1 − n3d

36pn3
2

+
n2

3

36pn3s1 − n3d2 s16d

and

FhssVdfnasr dg = −
nV1 ·nV2

1 − n3
−

n2nV2 ·nV2

12pn3
2 lns1 − n3d

−
n2nV2 ·nV2

12pn3s1 − n3d2 . s17d

Fel
exfhrijg is obtained through a second-order functional

Taylor expansion of the residual Helmholtz free energy
around a uniform fluid[41]:

bFel
exfhrijg=bFel

exfhri
bjg− o

i=1

N

DCi
s1delsrisrd−ri

bd

−
1

2o
i=1

N

o
j=1

N

DCij
s2delsur i − r judsrisrd − ri

bdsr jsrd − r j
bd

s18d

where hri
bj is the bulk density ofi, DCi

s1del, and Cij
s2del are

direct correlation functions due to the residual electrostatic.
The DCi

s1del will finally disappear in Euler equation and
DCij

s2delsrd can be evaluated explicitly by the(MSA) [56,57]
from

DCij
s2delsrd = 5−

zizje
2b

«
F2B

s
− SB

s
D2

r −
1

r
G r , s

0 r . s
6

s19d

whereB is given by

B =
k + 1 − s1 + 2kd

1
2

k
s20d

and 1/k is known as Debye screening length calculated from

k = S4pbe2

«
o
i=1

N

ri
bzi

2D1/2

. s21d

Incorporating the explicit expressions of Helmholtz en-
ergy mentioned above, the Euler equations Eq.(1) becomes

risr d = ri
bexpH 1

kBT
F−

dFhs
ex

drisr d
+ mi,hs

ex G −
zie

kBT
fcsr d − cbg

+ o
j=1

N E dr 8DCij
s2delsur 8 − r udfr jsr 8d − r j

bgJ s22d

whereFhs
ex is evaluated from Eq.(7), mi,hs

ex is excess chemical
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potential due to HS correlation,csr d is the mean electrostatic
potential obtained from solution of Poisson equation in cy-
lindrical geometry.csr d is given by

csrd = −
4pe

«
E
r

`

lnS r8

r
Do

i

risr8dzir8dr8 s23d

with the constraint of electroneutrality

2pbE
R

`

drro
i

risrdzi = 1 s24d

wherer and r8 are the distances between the ion center and
polyion axis, the subscripti denotes the different species of
ions, b is the charge spacing of DNA, ande denotes the
elementary charge. If the volume exclusion of ions is ig-
nored,Fel

ex andFhs
ex become zeros, then Eq.(22) becomes

risrd/ri
b = expf− bziecsrdg. s25d

Equation (25) is the integral version of the nonlinear PB
equation for cylindrical geometry.

III. RESULTS AND DISCUSSION

A. Density profile

We first compare the concentration profiles obtained from
the DFT with those from MC simulation[55] and the non-
linear PB equation in Fig. 1 for 1:1 electrolyte solution at the
bulk concentration of 51 mM. The curves in this figure show
that ionic profiles from both the DFT and nonlinear PB equa-
tion agree well with those from MC simulation except the
deviation of co-ion profile produced by the DFT in the region
near DNA molecule. The similar curves are plotted for
57 mM 2:1 salt in Fig. 2. The prediction of counterion profile
from the DFT is obviously better than that from the PB when
compared with the MC results[55]. From Fig. 2 one can see
that both the DFT and nonlinear PB are unable to describe

the anionic profile accurately. However, it is noted that the
deviations of anionic profiles have little effect on electro-
static potential and charge compensation function, since the
local concentration of anion in vicinity of DNA is very low.

Figures 3 and 4 give ionic density profiles for 1:1 model
electrolyte at bulk concentration of 0.495 M and for 2:2
model electrolyte at bulk concentration of 0.501 M, respec-
tively. The reduced local density is defined as the ratio of
local number density to bulk density or ratio of local concen-
tration to bulk concentration, i.e.,gisrd=risrd /ri

b=Cisrd /Ci
b.

From Figs. 3 and 4 one can see that the PB equation sub-
stantially underestimates the counterion accumulation in vi-
cinity of DNA, while the ionic density profiles from DFT are

FIG. 1. Concentration profiles of a 1:1 model electrolyte around
rodlike DNA molecule at bulk the concentration of 51 mM. The
distancer is measured with respect to the surface of cylindrical
DNA in units of the ionic diameter.

FIG. 2. Concentration profiles of a 2:1 model electrolyte around
DNA molecule at the bulk concentration of 57 mM. The distancer
is measured with respect to the surface of DNA in units of the ionic
diameter.

FIG. 3. Reduced density profiles for a 1:1 model electrolyte
around DNA molecule at bulk concentration of 0.495M(T=298 K,
R=0.9.8 nm,si =0.425 nm,«=78.5). The distancer is measured
with respect to the surface of DNA in units of the ionic diameter.
Circles represent MC simulation results[53]. The solid and dashed
curves are predictions from the present DFT and nonlinear PB
equations, respectively. The inset shows counterion profiles near
contact.
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in good agreement with those from MC simulations[53].
This difference is caused by the ionic correlation, which is
included in the MC and DFT, but neglected in the PB equa-
tion. Figure 5 compares the DFT, HNC[45], PB, and mo-
lecular dynamics(MD) [45] results for 0.49 M 2:2 electro-
lyte solution. The ionic profiles predicted by the HNC and
DFT are almost superposed, and both of them coincide better
with the MD data than the PB equation does. As shown in
Figs. 4 and 5, all the MC, MD, HNC, and DFT predict a
crossover of the reduced density profileg2+srd andg2−srd at
the position aboutr <1.7s, while the nonlinear PB equation
fails to describe this phenomenon. Crossover ofg2+srd and
g2−srd is an important symbol of overcharging, and we will
return to this point later.

The ionic profiles from DFT are plotted in Fig. 6 using
semilogarithmic scale for three types of salt at 1.0 M bulk

concentration. Only the curves for divalent salt show cross-
overs of counterion and co-ion profiles.

B. Mean electrostatic potential

Mean electrostatic potential expressed as Eq.(23) is cal-
culated from ionic profiles obtained in the above section.
Figure 7 shows the electrostatic potential profiles produced
by the DFT, PB, and MC simulation[53]. The curve calcu-
lated from the DFT agrees very well with the MC results,
especially withinr =3.0 s. The difference between the DFT
and MC results beyondr =3.0s is mainly due to the numeri-
cal error, which will be discussed later. The zeta potential,
defined as the electrostatic potential at the distance of closest
approach between ions and polyion, is 1.81±0.05kBT/e
given by MC[53] and 1.87 kBT/e calculated by the DFT in
this work. The difference between these two methods is un-

FIG. 4. Reduced density profiles for a 2:2 model electrolyte
around DNA molecule at bulk concentration of 0.501M(T=298 K,
R=0.98 nm,si =0.425 nm,«=78.5). The distancer is measured
with respect to the surface of DNA in units of the ionic diameter.
Legend is the same as Fig. 3. The inset shows counterion profiles
near contact.

FIG. 5. Reduced density profiles for a 2:2 model electrolyte
around DNA molecule at bulk concentration of 0.490 M(T
=298 K, R=0.786 nm,si =0.425 nm,«=78.5). The distancer is
measured with respect to the surface of DNA in units of the ionic
diameter.

FIG. 6. Reduced density profiles from DFT for 1:1, 2:1, and 2:2
model electrolytes around DNA molecule at bulk concentration of
1.0 M. The distancer is measured with respect to the surface of
DNA in units of the ionic diameter. The inset shows an enlargement
of the region in which overcrosses of counterion profile and co-ion
profile occur again.

FIG. 7. Reduced mean electrostatic potential around DNA for a
1:1 electrolyte as a function of distance at the bulk concentration of
0.495 M (T=298 K, R=0.98 nm,si =0.425 nm,«=78.5). The dis-
tancer is measured with respect to the surface of DNA in units of
the ionic diameter.
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noticeable. The mean electrostatic potential predicted by the
nonlinear PB is more negative than MC results near DNA
(the zeta potential predicted from the PB is 2.22 kBT/e). As
mentioned in above section, ionic correlation leads to more
counterions accumulated around DNA, therefore, if volume
exclusion of small ions is included the electrostatic field pro-
duced by polyion declines faster alongr direction than that
predicted without this consideration.

Differences among mean electrostatic potential profiles
predicted by the HNC[45], DFT, PB, and MD[45] are com-
pared in Fig. 8 for 2:2 electrolyte at the bulk concentration of
490 mM. For 1:1 electrolyte, HS contribution only acceler-
ates counterion screen, but if counterions double their
charges(such as divalent cation), electrostatic potential will
reduce sharply, and even becomes positive. In Fig. 8, the
electrostatic potential curve, produced by MD, goes down
through the zero line at aboutr <0.3s from DNA surface,
and then maintains positive before it reduces to zero. Since
only a positively charged object produces a positive electro-
static field around it, DNA and ions within the distancer
<0.3s just act integrally as a positively charged object. This
is the characteristic of charge inversion or overcharging. This
phenomenon can never be predicted by the PB equation[26],
but can be predicted correctly by HNC, DFT, and computer
simulation. The negative electrostatic field produced by a
polyion causes an accumulated layer of counterions in the
closest annular around DNA, while the positive electrostatic
potential presenting beyond this layer causes another accu-
mulated layer of co-ion. These two accumulated layers cor-
respond to the cusps of counterion and co-ion profiles at
about r =0 andr <2.0s, respectively, in Figs. 4 and 5. We
also find that the electrostatic potentials computed from the
DFT coincide very well with the MD results and are better
than those predicted from the HNC. The superiority of the
DFT over the HNC will be discussed theoretically in the next
section.

As in Fig. 9, no charge inversion is predicted from either
the PB equation or DFT in dilute solution, and the mean
electrostatic potentials from the PB equation and DFT are

close for 1:1 electrolyte. However, a great difference be-
tween the electrostatic potentials from the PB and DFT exists
for 2:1 electrolyte even at very low concentrations.

Figure 10 gives the electrostatic potentials from the DFT
for 1:1, 2:1, and 2:2 salts at the bulk concentration of
500 mM. Curves for 2:1 and 2:2 behave alike in electrostatic
potential, and due to that, the extremely low concentrations
of co-ion around the DNA have little effect on electrostatic
potential. The electrostatic potentials for 2:1 and 2:2 electro-
lytes are much lower than for 1:1 electrolyte. This is because
divalent cation screens the external electrostatic potential
much more efficiently than monovalent cation does.

The influence of bulk concentration on the electrostatic
potential for 2:1 electrolyte is predicted from the DFT and
the results are shown in Fig. 11. From this figure one can see
that zeta-potential decreases as bulk concentration increases.
At high concentration(e.g., 1.0 M), there is a second charge
inversion that occurs at the second cross of electrostatic po-
tential curve and zero line.

FIG. 8. Reduced mean electrostatic potential around DNA for a
2:2 electrolyte as a function of distance at the bulk concentration of
0.49 M (T=298 K, R=0.786 nm,si =0.425 nm,«=78.5). The dis-
tancer is measured with respect to the surface of DNA in units of
the ionic diameter.

FIG. 9. Mean electrostatic potential around DNA for 2:1 and 1:1
electrolytes as a function of distance at the bulk concentration of
50 mM. The distancer is measured with respect to the surface of
DNA in units of the ionic diameter. The inset gives the full curves
of mean electrostatic potential over a wide range of distance.

FIG. 10. Mean electrostatic potential around DNA predicted by
DFT at the bulk concentration of 500 mM. The distancer is mea-
sured with respect to the surface of DNA in units of the ionic
diameter.
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C. Charge compensation

To describe the process that mobile ions gradually neu-
tralize the fixed charges on DNA surface, a charge compen-
sation function is defined as[54]

Qsrd = 2pbE
0

r

o
i

zirisr8dr8dr8 s26d

wherer and r8 are the distance from DNA axis.Qsrd repre-
sents the integral of the total charges over all species of
mobile ions within the annular volume extending radially
from central axis tor and axially over a lengthb. Since every
b length on DNA surface bears one unit(elementary charge),
Qsrd will finally converge to unity at bulk limit obeying the
electroneutrality condition.

The charge compensation curves obtained from the non-
linear PB and DFT at bulk concentration of 911 mM are
compared with the MC simulation results[54] in Fig. 12. We

also compare the DFT, HNC,[45], and PB with MD [45]
results for 2:2 electrolyte in Figs. 13 and 14. From Figs.
12–14, one can see that charge compensation functions pre-
dicted from the PB vary monotonously alongr direction and
are qualitatively different from the molecular simulation re-
sults. However, the charge compensation functions for 2:2
electrolyte predicted by DFT, HNC, and MD overshoot the
unity and reach their maximum. As shown in Fig. 14, at low
bulk concentration, the DFT and HNC predict almost identi-
cal curves, but both of them deviate from MD results. At
high bulk concentration, the HNC overestimates the charge
inversion and predicts a higher peak of charge compensation
function than MD does. A similar overestimation of over-
charging has also been shown in the electrostatic potentials
predicted by HNC in Sec. III B. However, the DFT computes
the charge compensation functions correctly with respect to

FIG. 11. Mean electrostatic potential predicted by DFT for a 2:1
electrolytes at the various bulk concentrations. The distancer is
measured with respect to the surface of DNA in units of the ionic
diameter. The inset shows the full curves of 0.05 M over a wide
range of distance.

FIG. 12. Charge compensation function for a 1:1 electrolyte at
911 mM bulk concentration(T=298 K, R=0.80 nm,si =0.40 nm,
«=78.358). The distancer is measured with respect to the surface
of DNA in units of the ionic diameter.

FIG. 13. Charge compensation function for a 2:2 electrolyte at
0.49 M bulk concentration(T=298 K,R=0.786 nm,si =0.425 nm,
«=78.5). The distancer is measured with respect to the surface of
DNA in units of the ionic diameter.

FIG. 14. Charge compensation function for a 2:2 electrolytes
sT=298 K, R=0.786 nm,si =0.425 nm,«=78.5). The distancer is
measured with respect to the surface of DNA in units of the ionic
diameter. The curves crossing unity line correspond to the bulk
concentration of 0.68 M and the others correspond to the bulk con-
centration of 0.12 M.
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MD results, even at the region around the peak. All above,
comparisons show that the DFT is better than the HNC.

As pointed out by Desernoet al. [45], the overestimations
of HNC/MSA with respect to MD data are probably due to
two facts: (i) the excluded volume used in HNC/MSA and
MD is not identical;(ii ) HNC/MSA theory does not take into
account all the size and charge correlations. The deviation of
HNC/MSA herein are considered to be mainly due to the first
reason, because the overestimation of HNC/MSA is also ob-
served under the similar conditions in the study of Lozada-
Cassou, Saavedra-Barrera, and Henderson[33]. In their
study, the electrostatic potentials around charged electrode
are investigated by HNC/MSA and MC simulation. Although
both of the methods take the identical model of ion as
charged hard spheres, the HNC/MSA somewhat overestimate
the overcharging. On the other hand, excess Helmholtz func-
tional approximation in DFT are almost identical to that in
HNC/MSA, except the HS correlation, which is derived
from the Carnahan-Starling equation in the DFT, and is the
same as the Percus-Yevick approximation in HNC/MSA. It
has proved that the Percus-Yevick approximation is not as
the good as the Carnahan-Starling equation, especially in
dense fluid. The HS correlation is crucial for ionic profiles
around DNA, for the ions are much more crowded there.
Therefore, it is believed that the improvement of the approxi-
mation of HS correlation makes DFT a better prediction of
overcharging than HNC/MSA.

Interestingly, in Fig. 15 DFT predicts a minimum of
charge compensation function after the maximum for 2:1
electrolyte at the bulk concentration of 1.0 M. To explain
why this charge compensation function crosses the unity line
twice and why the corresponding electrostatic potential
crosses the zero line twice, we discuss the relationships be-
tween the ionic profile, electrostatic potential, and charge
compensation function in detail. From the knowledge of
electromagnetics, the electric field intensityE can be ex-

pressed as the inverse of first derivative of the electrostatic
potential. We get it from Eq.(23) using electroneutrality con-
dition

Esrd = − ¹ csrd =
4pe

«
S − 1

2pbr
+

1

r
E

0

r

o
i

zirisr8dr8dr8D
=

2e

«br
f− 1 +Qsrdg. s27d

At the position whereQsrd crosses unity line,Esrd changes
its sign andcsrd reaches its extremum, which is shown at the
vertical auxiliary line AB or EF in Fig. 16. Then we also
differentiateQsrd

¹Q = 2pbo
i

zirisrdr . s28d

Similarly, it is easy to find out that theQsrd reaches its ex-
tremum at the place where density profiles of counterion and
co-ion cross each other as shown at the vertical auxiliary line
CD or GH in Fig. 16. It is concluded that when one of the
three phenomena, overshoot ofQsrd, change of the sign of
csrd or ionic profile overcross is found, the other two must
occur simultaneously and vice versa. All of the three phe-
nomena have the same meaning of charge inversion. There-
fore, there must be something inaccurate for the points below
zero in electrostatic potential curve predicted by MC in Fig.
7, because no crossover is shown in the corresponding ionic
density profiles.

D. Preferential interaction coefficient

The preferential interaction coefficient characterizes the
interaction between a polyion and its surrounding small ions
[43,55]. For each ion species it is obtained by integrating the
difference between its local density and its bulk density over
the volume outside the polyions. For a cylindrical polyion

FIG. 15. Charge compensation function predicted by DFT for
1:1 and 2:1 electrolytes at 1.0 M bulk concentration. The distancer
is measured with respect to the surface of DNA in units of the ionic
diameter. The inset shows an enlargement of the region in which
charge compensation function of 2:1 electrolyte falls down below
1.0 again.

FIG. 16. Density profile, electrostatic potential, and charge com-
pensation function from DFT for a 2:1 electrolyte at the bulk con-
centration of 1.0 M. The distancer is measured with respect to the
surface of DNA in units of the ionic diameter. The curves for elec-
trostatic potential and charge compensation function have upward
displacements of 0.75 and 0.25, respectively.
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one measures it with respect to the length per unit charge,
leading to the definition

Gi = 2pbE
0

`

drrfrisrd − ri
bg. s29d

In practice, we use a large cutoff radiusRC as the upper limit
of the integral rather than infinity.RC is selected large
enough that polyions have negligible effects on small ions at
r =RC. If the finite concentration of polyion is considered,
finite cell boundary condition is always employed in simula-
tions and theoretical calculations[55]. Therefore,RC must be
designated less than the cell radius. In fact, the polyion con-
centration should be selected sufficiently dilute so that the
effect of polyion dispears at cell boundary, otherwise the
preferential interaction coefficient defined in Eq.(29) cannot
be calculated properly. However, in the present work, each
system contains only one isolated DNA molecule, therefore,
any large cutoff radius is adequate.RC=40s is designated for
the solution with its bulk concentration not more than
100 mM, whileRC=30s is applied to more concentrated so-
lution. The preferential interaction coefficients of counterion
and co-ion, calculated from the DFT, MC[55], and PB for
pure 2:1 and 1:1 electrolyte at different bulk concentration
are compared in Figs. 17 and 18, respectively. The preferen-
tial interaction coefficients from the DFT perform a better
consistency with the MC than those from the PB equation for
both of counterion and co-ion. The better prediction of the
DFT is obviously caused by its better estimation of local
density of ions than that from the PB.

IV. CONCLUDING REMARKS

A density functional approach has been proposed to cal-
culate the small ion distribution around a model DNA mol-
ecule. A WDA approach developed by Yu and Wu[48] is
used to evaluate the HS contribution to the free energy func-
tional, while the electrical interaction is obtained through a
perturbation around the corresponding uniform fluid. Com-
pared with previous MC and MD results, ionic profiles com-
puted from the present DFT are in good agreement with
those from simulations for monovalent or divalent salt in
both dilute and concentrated electrolyte solutions.

Electrostatic potential profiles and charge compensation
functions predicted by the DFT also agree excellently with
computer simulation results. In the mean time, the difference
between the PB and MC presenting in ionic profiles is mag-
nified by integration. The relationships among ionic profile,
electrostatic potential curve, and charge compensation func-
tion are also discussed. It is concluded that the three phe-
nomena, i.e., overshoot ofQsrd, change of the sign ofcsrd,
and ionic profile overcross, have the same meaning of charge
inversion. These three phenomena can be predicted by the
DFT, HNC, and computer simulations for multivalent salt at
moderate bulk concentration, but never be predicted by the
PB equation. Charge inversion is usually overestimated by
the HNC at high bulk concentration, but can be predicted
correctly by the DFT under the same condition. The higher
performance of the DFT is then discussed theoretically and
attributes to the superior approximation of the HS correla-
tion. At last, the thermodynamic quantity of preferential in-
teraction coefficient is calculated to characterize the interac-
tions between polyion and one species of small ions. The
results from DFT are consistent with the MC results, and
better than those from the PB equation.

FIG. 17. DNA-ion preferential interaction coefficients for a 2:1
salt at various bulk concentrations.

FIG. 18. DNA-ion preferential interaction coefficients for a 1:1
salt at various bulk concentrations.
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The model of DNA and small ions considered in this work
is somewhat simple and unable to compare with real mol-
ecules directly. The models of DNA, which characterize the
DNA geometry more accurately, have been applied in com-
puter simulation[54,58]. These models as well as the more
elaborated models for small ions may be adopted in our fu-
ture work. Since the modified fundamental measure theory is
applicable to mixtures, the system involving mixed electro-

lyte solution, similar to that in vivo, can be investigated by
some modifications. The work for realistic systems along this
line is under study.
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